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Abstract 
Projector-camera (pro-cam) systems create virtual 
environments for remote interaction with audio and 
video support. However, previous pro-cam systems 
require custom hardware and thus have not been used 
at-scale in the field.  In this work, we present a pro-
cam application to reinforce social relationships for an 
off-the-shelf pro-cam system. The ShareTable 
application users can use video chat in conjunction with 
sharing tabletop video, allowing them to connect while 
playing and interacting together. 
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Introduction 
HCI community has spent years exploring and 
developing pro-cam tabletop systems for workplace 
collaboration [6, 2] and social communication [8, 3]. 
Previously, these systems have rarely been used or 
tested in real-world settings due to the specialized 
hardware involved. However, the recent release of the 
HP Sprout system provides commercially available 
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setups. Some approaches to prevent video echo in pro-
cam systems are digital background removal, polarized 
isolation, light frequency multiplexing, and time 
multiplexing. The main idea behind digital background 
removal is to separate the projected image from the 
real objects by using various digital image processing 
techniques [4]. Multiplexing and polarization need 
custom hardware to suppress projected video beyond 
the image processing. However; we wanted to leverage 
the existing Sprout platform and avoid any additional 
hardware. We tried out different methods and found 
that low latency and a high frame rate help to 
overcome this problem. Additionally, we have 
discovered that the white background of the mat and 
an external source of light, overhead lights of the 
Sprout can suppress up to 90% of video echo which is 
sufficient for the purpose of remote play.  

Use Case Scenarios 
The ShareTable application is useful for any people who 
need efficient, immersive remote collaboration. In 
addition to existing video chat applications, ShareTable 
provides a shared space for overlapping users’ tabletop 
video. By using this feature, interaction with everyday 
objects like papers, pencils, books, toys, etc. can be 
possible and these artifacts become natural 
components of the video chat, in the same way, they 
would be of a face–to-face conversation. Another 
benefit of the ShareTable app is that users can use 
their hand gestures for pointing and expressing 
themselves like in real-life. The following are some use 
case scenarios for the app. 

 Distance learning 

 Video conferencing 

 Mediated touch (metaphoric/remote touch) (Fig 2) 

 Reading, drawing & playing in remote (Figs 3, 4, & 5)  

 Online consultation 

 Online rehabilitation and recovery 

 Online healthcare 

 Reinforce and support social ties  
 
Conclusion & Future Work 
The ShareTable application provides many 
opportunities to create new knowledge in HCI. We plan 
to expand the laboratory studies to real-world settings 
and explore user interaction.  

Enhancing Video Echo Cancellation 
To provide a better user experience, we will implement 
digital video echo cancelation methods to reduce the 
video echo, still without using any additional hardware 
like IR emitters, filters, or polarized lenses.  

Easy to Use 
Currently, the ShareTable application uses common 
application standards, without much consideration for 
accessibility. An email address and a password are 
required to create an account and login to the app 
which is very similar to existing video chat applications. 
Also initiating a video call is done with a button click 
and navigating to the proper contact. However, we are 
planning to investigate ways that make app usage 
easier for kids and elders. For example, we intend to 
connect contact pictures and physical cards so users 
can initiate a call just putting printed out cards on the 
mat. The status of the call progress can also be 
visualized on the mat with animated colored circles 
surrounding around the card.  

Use Case Scenarios 

Figure 2: Mediated Touch 

Figure 3: Reading Together 
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Multi-User Interaction Support 
The ShareTable app currently allows only two separate 
contacts to connect at the same time. We will solve this 
limitation and add the multi-user capability to our 
application. 

Symmetric vs. Asymmetric Device Interaction 
It is required that each of the users own a Sprout to 
use the ShareTable app. But, we will work on this issue 
and incorporate other devices like standard computers, 
tablets, and smartphones with Sprout for asymmetric 
device connections. 

The ShareTable app will serve the HCI community by 
investigating pro-cam system related questions in real-
world settings. We will be sharing the source code of 
the application and the data collected from the system, 
and we would like to transform it into an open platform. 
The ShareTable system will be able to benefit public 
users and HCI, alike. 
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Use Case Scenarios 

 
Figure 4: Drawing Together 

Figure 5: Playing Together 

 

Interactivity Demo #chi4good, CHI 2016, San Jose, CA, USA

3787




